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Abstract: 

 The reconstruction of High Resolution (HR) image from single input Low Resolution (LR) image is main criteria in this paper. 

Here, we utilize an effective way using mixture prior models to transform the large nonlinear feature space of LR images into a group of 

linear sub spaces in the training phase. In particular, we first partition image patches into several groups by a novel selective patch 

processing (SPP) method based on difference curvature of LR patches, and then learning the mixture prior models in each group. 

Moreover, different prior distributions have various effectiveness in super-resolution, in this case, we find that A-Student-t prior shows 

stronger performance than the well-known Gaussian prior and student-t prior model. In the testing phase, we adopt the learned multiple 

mixture prior models to map the input LR features into the appropriate subspace, and finally reconstruct the corresponding HR image in 

a novel mixed matching way. Experimental results indicate that the proposed approach is both quantitatively and qualitatively superior 

to some state-of-the-art SR methods.  

Index terms—A-Student-t mixture model, Selective patch processing, Difference curvature, Mixed matching. 

Introduction: 

The main agenda is to reconstruct the visually pleasing HR image from LR image after blurring and down sampling the image. As 

some researchers the human eye resolution is about 575 Megapixels so that a human can say that the image clear for naked eye or not 

since the image clarity depends on the devices (like mobile cameras , sensing devices etc.,) used to capture image and storage format's 

also implicate on the image quality. 

     Previously there are many SR approaches using basic re sampling kernels or some edge guided approaches to estimate the 

missing pixel in the HR grid from LR input. The existing interpolation-based approaches are more efficient for real-time SR but in many 

cases with visual unsatisfactory. Therefore, they are only used for preprocessing LR image rather than the sophisticated SR methods 

which can recover more details in HR level. 

     Reconstruction-based methods are developed aiming to reverse the degradation from HR image to LR image by some 

down-sampling and blurring. They are based on assumptions or prior knowledge about the degradation model. However, this reverse 

procedure is severely ill-posed as the deficiency of details in the low-resolution inputs. In order to obtain a reliable solution, many 

regularization methods have been developed to further stabilize the inversion of this ill-posed problem. The most common 

regularization is the total variation (TV) of the image and its variations. Although these reconstruction-based methods produce sharp 

edges and suppress aliasing artifacts, they do nothing with sufficient novel details to the HR output, especially at higher magnification. 

     Before the testing the various training data sets are created to estimate the missing neighboring patch details since the data set 

is shown in table-1.It shows the comparison of various SR methods with our proposing Advanced student-t MMPM. 

 

Table-1: Comparison table for existing models with our proposed method advanced student-t MMPM. 

PSNR -- Peak Signal to Noise Ratio.   SSIM -- Structural Similarity Image Measurement.   IFC -- Information Fidelity Criteria. 
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From the Table-1 the Bucolic is the basic SR method and MMPM-S is the existing method our proposed method is far better than 

the previous methods as shown from the above table PSNR,SSIM,IFC values as PSNR value increases the signal level of information of 

an image increases then the quality of an image increases.  

Framework:  

 

FIG-1: Frame work of the proposed multiple mixture prior model based SR method 

The above FIG-1 shows the frame work for the proposed MMPM model. This model main aim is to reduce processing time while 

maintaining SR reconstruction quality by the mapping relation between LR and HR neighborhood regression SR method. As observed 

in the above fig the LR image patches and its features are extracted using algorithm Dcurv SPP which is explained detailed later the 

information was combined by the mixed matching technique which is far better than mono matching technique, then produced the HR 

image by the collective information. 

Algorithm: 

 

 

Multiple Mixture prior model base SR has two phases of operation 

 Training Phase: 

           Input is taken as N training HR and interpolated LR image patch pairs are taken it is represented as 
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To obtain this there are 3 basic operations they are 

1. Dcurv-SPP: In this it collect T group of patch pairs },{
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. And record the SPP thresholds }{
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2. Preparing features: for t-to group, extract the joint features }{
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by PCA algorithm and record the PCA as                                            
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 where. PCA -- Principle Component Analysis. 

3. Leaning mixture prior model: for t-th group, apply EM algorithm to learn the mixture prior model as 
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4.  For AStMM: Initialization cluster as }{
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 are calculated among each partition. and calculated the t using Expectation -Maximization (EM)  

algorithm. 

 

• E-step: Estimate γ and  by using Esq.(a),(b) 
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 M-step: calculate θt and  by using Eqs ( c ),(d) 
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• Re-evaluate the log-likelihood: 
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To check the convergence  
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If the convergence criterion is not satisfied, update all the parameters and return to the E-step.  

 Testing Phase : 

Input: M testing interpolated LR image patches represented as }{
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Learned multiple mixture prior models as }{
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 Mixed matching level   

 

Output: Final SR result.  
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1. DCurv-SPPand feature extraction: collect T groups of LR features }{
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3. Mixed matching: estimate the expected HR residual features by using Eqs. (f),(g)  
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4. Reconstruction: obtain the HR patches by reshaping HR residual features to patch size and adding the LR patches finally, and 

then recombine them into a whole HR image. 

 

The proposed multiple mixture prior models (MMPM) based SR method with two phases training and testing, respectively.  

In the training phase, we first down-sample each HR training image to mimic the degradation, and then upscale the degraded  

LR images to the HR size, where the Bi cubic method is used for these two interpolated procedure. Next, we extract groups of the 

patch pairs with different degree of informative structures through the proposed difference-curvature based SPP method and record the 

SPP thresholds, then collect the LR features after using handcraft feature operators and PCA for dimension-reduction and 

energy-centralization, and concatenate them with the HR residual vectors. Furthermore, an expectation-maximization is applied to learn 

mixture prior model in each group.  

In the testing phase, we first interpolate the input LR testing image to the desired HR size by Bi cubic and extract groups of LR 

patches under the SPP thresholds, then collect the corresponding features by operation as in the training phase. To be more emphasized, 

we apply a mixed matching way to reconstruct the HR counterparts and then recombine them into the whole image. For a better view of 

the proposed SR method, its pseudo code is given in above algorithm. 

Experimental Results: 

In order to illustrate the superiority of the proposed SR method, we compare its performance with several state-of the-art SR 

methods, including some prestigious example learning-based SR method: ANR A+ and the well noticed self-example learning method 

as Self ExSR .In the field of deep learning, SR is also a conspicuous branch, which has boost several high-efficiency SR methods, such 

as SRCNN and FSRCNN-s are also concerned to be competitors in this section. To be comparable, all the experiments are conducted on 

the available Mat-lab (R2018a) codes under the same experimental environment with an Intel core i3 CPU and 8GB of memory. 

Moreover, the results are far better in the i7 processor with 16GB of memory .For color images, we first transform the RGB images into 

YCbCr format. Since human are more sensitive to the luminance changes in color images, only the luminance channel is evaluated 

through the proposed method. The simulation model in mat-lab is represented in the fig-3. 

The experiment is performed on several images and they are shown in following images the experiment results are shown with three 

main basics they are first image represents the SR input image which is blurred then second image is HR image which is resized to HR 

range then the third image is AStMMPM applied on the resized image then zoom a particular portion by the scale factor of 
4,3,2 

respectively. The extension represents the advanced student-t mixture prior model since the values are extended to the previous version 

of student-t mixture prior model as shown in the table-1. 

Followed by the result images the values are also shown below individually in a tabular form by presenting the PSNR,SSIM,IFC 

values for each image on the results. 

From FIG-4 to F-13 representing the result details clearly. 
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FIG:3 simulation model using matlabR2018a 

 

 

 

 

 

 

FIG:4 Butterfly SR output images with their PSNR , SSIM , IFC values with *3 scale factor 
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FIG: 5 Child SR output images with their PSNR, SSIM, IFC values with *3 scale factor 

 

 

FIG:6 Coral SR output images with their PSNR , SSIM , IFC values with *3 scale factor 

 

 

FIG:7 Grains SR output images with their PSNR , SSIM , IFC values with *3 scale factor 
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FIG:8 House SR output images with their PSNR , SSIM , IFC values with *3 scale factor 

 

 

FIG:9 Lena SR output images with their PSNR , SSIM , IFC values with *3 scale factor 
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FIG:10 Leopard SR output images with their PSNR , SSIM , IFC values with *3 scale factor 

 

 

FIG:11 Louvre SR output images with their PSNR , SSIM , IFC values with *3 scale factor 
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FIG: 12 Parthenon SR output images with their PSNR , SSIM , IFC values with *3 scale factor 

 

 

FIG: 13 Starfish SR output images with their PSNR, SSIM , IFC values with *3 scale factor 
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 FIG: 14 Real time SR manuimage (128-LR)(256-HR)with their PSNR , SSIM , IFC values with *3 scale factor 

 

Conclusion: 

        Hence we perform experiment on the i3 processor it is far better output compared to the previous one also we successfully 

performed this experiment on real time images by maintaining their standard size at both LOW and HIGH images. The results are 

presented in this paper with the values we mostly recommend this experiment should be done on i7 processor with 16GB memory 

because most of the image processing has an drawback that compared to GPU(Graphical Processing Unit) CPU lacks some operations 

since it also takes more time to execute the required data. In this paper we fully focus on the MMPM (Multiple Mixture Prior Models) 

and we proposing the advanced student-t multiple mixture prior model which improve the PSNR value and it reduces the execution time.  
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